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ltinerary

» State of the relevant fields from most to least depressing

* Historical mathematical models in comp neuro

* Increasingly less bio inspired models

* TRANSFORMERS!

* Some side rants

* QUESTIONS!

* ldk how long this is gonna take so | have extra content on neuro




Some Background Info

* Brain emulation/computational neuroscience

* We've been trying to emulate the same worm since the 1960s. And failing!
* Normal Neuroscience

* Basically just biology and crappy fMRI studies
* Cellular automata

* Held up by Wolfram but honestly quite promising
»  Exotic computing (reversible, optic, quantum)

* Good research, lotsa grifty companies, no real world usecase in sight
» Consciousness

* The buddha figured it all out and now we're trying to math these insights
Al

* Lotsa money lotsa talent lotsa progress ()




Computational Neuro!

* Trying to fit models to data we’ve recorded — spatial electrical
recordings, proteins, behavior

* Celegans
* Small-n neuron sims
* Basically every Al model




Hebbian Learning — Hopfield network

* Neurons that fire together, wire together
* Also used in optimization problems

Updating one unit (node in the graph simulating the artificial neuron) in the Hopfield network is performed using the following rule:
{+1 if Ej w.;jaj :_-"' ﬁi,
5; .
—1 otherwise.

where:

« w;; is the strength of the connection weight from unit j to unit i (the weight of the connection).
¢ 5; Is the state of unit i.

e B is the threshold of unit i.




welghts

Som

np.random.choice([-1, 1], size=(num_neurcns, num_neurcns))

np.fill_diagonal(weights, @)

ates = np.random.choice([-1,

for t in range(num_timesteps):

neuron_idx = np.random.randint(num_neurons)

input_sum = np.dot(weights[neuron_idx], neuron_states)

if input_sum >= @:

n

n

euron_states[neuron_idx] 1
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Hodgkin-Huxley model

* 4 dimensional differential equation, fits
EM theory to observed neuron data

dl,

I= Cm? + ggn (Vi — Vie) + Gnam® h(Vin — Viva) + §¢(Vin — Vi),
dn

dt = ay(Via (1 —n) — Bu(Via)n

%’:‘ = am(vm}(l - m) — Bm (Vm}m

dh

7 = on(Vim) (1 = h) = Bu(Viu )t

where [ is the current per unit area and «; and /3; are rate constants for the i-th ion channel, which depend on voltage but not time. g, is the maximal
value of the conductance. n, m, and b are dimensionless probabilities between 0 and 1 that are associated with potassium channel subunit activation,
sodium channel subunit activation, and sodium channel subunit inactivation, respectively. For instance, given that potassium channels in squid giant
axon are made up of four subunits which all need to be in the open state for the channel to allow the passage of potassium ions, the n needs to be raised
to the fourth power. Forp = {n,m, h), o, and 8, take the form

C‘p(Vm] = pm{Vm}flTP
Bp (Vi) = (1 = pec (Vi) /7.

Doc and (1 — po, ) are the steady state values for activation and inactivation, respectively, and are usually represented by Boltzmann equations as
functions of V;,,. In the original paper by Hodgkin and Huxley,™ the functions ar and B are given by
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Intracellular Medium

Basic components of Hodgkin—Huxley-type models which &7
represent the biophysical characteristic of cell membranes. The
lipid bilayer is represented as a capacitance (C,,,). Voltage-
gated and leak ion channels are represented by nonlinear (g,)
and linear (g, ) conductances, respectively. The
electrochemical gradients driving the flow of ions are
represented by batteries (E), and ion pumps and exchangers
are represented by cumrent sources (/).
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Leaky Integrate and Fire

u(t)

ui‘ﬂl 1

Fig. 1.6: Electrical properties of neurons: the passive membrane. A. A neuron, which is enclosed by the cell membrane (big
circle), receives a (positive) input current I (t) which increases the electrical charge inside the cell. The cell membrane acts
like a capacitor in parallel with a resistor which is in line with a battery of potential u,.; (zoomed inset). B. The cell membrane
reacts to a step current (top) with a smooth voltage trace (bottom).



be discussed in Part || of the book can be seen as variations of this basic model.

1.3.1 Integration of Inputs

The variable u; describes the momentary value of the membrane potential of neuron 1. In the absence of any input, the potential is at its resting value 1. . If an
experimentalist injects a current [ (¢) into the neuron, or if the neuron receives synaptic input from other neurons, the potential u; will be deflected from its resting value.

In order to arrive at an equation that links the momentary voltage w; (t) — s to the input current I (t), we use elementary laws from the theory of electricity. A neuron is
surrounded by a cell membrane, which is a rather good insulator. If a short current pulse T (t) is injected into the neuron, the additional electrical charge g = f I(t)dt
has to go somewhere: it will charge the cell membrane (Fig. 1.6A). The cell membrane therefore acts like a capacitor of capacity (. Because the insulator is not perfect, the
charge will, over time, slowly leak through the cell membrane. The cell membrane can therefore be characterized by a finite leak resistance K.

The basic electrical circuit representing a leaky integrate-and-fire model consists of a capacitor C' in parallel with a resistor R driven by a current [ (t); see Fig. 1.6.




Some fun ML facts

* Feedforward NNs with traditional activation functions are
Universal Function Approximators!

» Geometric deep learning is a thing

* We’'ve known how to do NNs for ages, we just didn’t have
compute (Moore’s law!)

* Groq!
* OpenAl vs Anthropic vs [Gemini, conjecture, etc]




MLP / feedforward NNs
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Forward prop

» Data gets fed to hidden layer

» Hidden layer multiplies it by weights (of shape INPUT_SIZE,
LAYER_SIZE) and adds a bias sometimes (like y=mx+D)

* Example: input=[1, .1]
* Weights in hidden layer=[[.1, .2], [.5, .8]]
 final=[.1, .2]=.3, [.05,.08]=.11

» Each neuron’s weights are summed, and then an “activation
function” is applied to get out a new number

 LET's TALK ABOUT ACTIVATION




*  The sigmoid

Activation functions

The weight initialization random dist you use depends on
which activation function you choose!

Differentiable!
Non-linear!
Maps values - (0,1)

Vanishing gradients :(

° RelLU

Non-linear!

Sparsity (cuz it turns off neurons)
Kinda like a neuron

No vanishing gradients

Sometimes unstable gradients cuz
unbounded
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Backprop

* The last layer is our prediction!

* We calculate the error between the expected output and our
prediction

* Mean squared error for each layer
* Error is multiplied by sigmoid_derivative(predicted output)

* This derivative is multiplied with the weights in each layer, which
updates them appropriately up or down. This is scaled by a
“learning rate”




SGD, Adam

* GD moves all of the input data through the hidden layers, then calculates gradients for all of them
and backprops error through (once per epoch)

* SGD moves batches of input data through the hidden layers, and calculates gradients after each
batch (multiple calculations per epoch)

« Stochastic meaning random

*  RMSProp updates learning rate (that thing you multiply gradients by) summing (with decay) root
mean squared past gradients, which allows for faster convergence

* AdamW is the better version of this, used in modern models, maintains exponential moving
average of the gradient and the squared gradient and uses that




Softmax

* Turns a real vector into a probability dist from 0-1, exactly how
you’'d expect

* Very important normalization step
* Also dropout layers are a thing I don’t wanna make a new slide

o(z); = furiz1,...,H'andz=[51,...,£K}EHH.
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Tokens/Byte-pair encoding

* Turns a corpus of sequential words into a most-frequent-symbols
vocabulary, which is good because it separates things like
common prefixes and stems (-ing, pre-, etc) while compressing
the corpus into its unique chunks

* Literally just a compresson alg from 1994
* Recursively replace recurring strings with “tokens” by frequency

 Differs from huffman coding because it deals in character pairs
Instead of one-passing byte strings

* Reversible and lossless by nature




Going back to our previous example, let's assume the words had the following frequencies:

(Ilhugll; 1{;}}; {"pug", 51‘ (Ilpunll; 12}; {“bun", "ﬂ}r {"hugs", 5}

meaning "hug" was present 10 times in the corpus, "pug" 5times, "pun” 12 times, "bun" 4 times, and "hugs" 5 times. We start
the training by splitting each word into characters (the ones that form our initial vocabulary) so we can see each word as a list of

tokens:

("h" "u" "g", 10), ("p" "u" "g", 5), ("p" "uw" "n", 12), ("b" "u" "n", 4}, ("h" "u" "g" "s", 5)

Then we look at pairs. The pair ("h", "u") is present in the words "hug" and "hugs", so 15 times total in the corpus. It’s not the

most frequent pair, though: that honor belongs to ("u", "g"), which is presentin "hug", "pug", and "hugs", for a grand total of

20 times in the vocabulary.

Thus, the first merge rule learned by the tokenizeris ("u", "g") -> "ug",which means that "ug" will be added to the
vocabulary, and the pair should be merged in all the words of the corpus. At the end of this stage, the vocabulary and corpus

look like this:

UOC&':IU]_E[IY: [IIbII‘ IIEII‘ IIhII‘ IInII‘ "p"‘ IISII‘ IIUII‘ Ilugll]
COIPUS: {Ilhll llngllr lE')r {Ilpll “Ug“, 5:]' {Ilpll Ilull Ilnll; 12}; {Ilbll IIUII "”“r 4), {Ilhll “Ug“ IISIIr 5}

19




Embedding!

* GPTs decoder-only
* One-hot encoding, just indexing
* Bag of words — frequency of each word in vocab

» Sliding window/skipgram (word2vec) — basically MLP architecture
where inputs are a word, outputs are surrounding word
probabilities (both positive, as in the ones that *were* around, and
negative, a sample of words that were not), and loss is SGD

* Queen-woman+man = king




Positional encoding

Positional Encoding Layer in Transformers

Let's dive straight into this. Suppose you have an input sequence of length L and require the position of the

kth object within this sequence. The positional encoding is given by sine and cosine functions of varying
frequencies:

o k
P(k,2i) = sin( m}

k

P(k,2i+ 1) = cos(
n2ir'd

)

Here:
k: Position of an object in the input sequence, 0 < k< L/2
d: Dimension of the output embedding space

P (k, j): Position function for mapping a position k in the input sequence to index (k, j ) of the positional
matrix

N: User-defined scalar, set to 10,000 by the authors of Attention Is All You Need.

i: Used for mapping to column indices 0 = i < d/ 2, with a single value of i maps to both sine and cosine
functions

In the above expression, you can see that even positions correspond to a sine function and odd positions

correspond to cosine functions.
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ENCODER LAYER

* encodes




» Takes “residual”, which basically means those embeddings from
earlier, not the attention vectors (this is done so original input
keeps getting reintroduced and it doesn’t smooth out into
nothingness (vanishing gradients))

» Take the means and standard deviations of each layer
» Calculate a scaling factor Y as on right

* Train learnable parameters gamma*y +b
* Learnable parameters get SGDed




Self attention

* We have Key, Query, and Value matrices, which are randomly
Initialized and then multiplied with the input vector

* Attention scores = Input 1’s query multiplied with all other inputs’
keys

» Scaling — divided by square root of key dimension
* Attention scores softmaxxed

* Weighted values = scores * values of each input (THIS IS
WHERE GRADIENT DESCENT IS DONE)

* Sum(weighted values) = input one’s attention scores




MULTIPLE HEADS

* Do this like 7 more times
 Concatenate all of the attention vectors

* Ultimately this attention matrix is thrown into a residual in the next
feedforward layer
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Self-attention

query

score score score

key

value key value key value

f t f t f

input #1 input #2 input #3




* Final linear layer that acts as a
classifier (literally just a weight matrix
that gets multiplied, with some
biases, no nonlinear activation
necessary)

» Softmax to get logits — these are now
Interpretable as token probabilities

o

(shifted right)
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Attention masking

 PAD tokens

* Autoregressive tasks

s
0 -0 —
0 0 —00
0 0 0
0 0 0

Matrix representation of the look-ahead mask

K bK K

ol bE
a9 [a% % a9%% a%f -
b9 | %X 9K BcK -0
c? [ cRa® QK ReX  —o
D@ [ D9 X DX DK —xo

Query-key matrix added to the padding mask matrix

QKT+ M=

Anything added to -oc becomes -2, s0 the resulting column D¥ is a column of

-co, Now, what happens when softmax is applied to the matrix?

af bE K DE

a? [(a%f a%% a9,
@ity = | 65 068
e? | (cRa¥ 9K RcH)g
D? [(D%X DX D%X)g

Softmax of the result from adding the query-key matrix to the mask matrix

o O O o




Error?

» Self supervised, so just checking if the logits for the next word are
as predicted then backpropping with MSE (I think? Hard to find
Info here for sm reason)

* These are done in batches much like

when input is tensor([18]) the target: 47

when input is tensor([18, 47]) the target: 56

when input is tensor([18, 47, 56]) the target: 57

when input is tensor([18, 47, 56, 57]) the target: 58

when input is tensor([18, 47, 56, 57, 58]) the target: 1

when input is tensor([18, 47, 56, 57, 58, 1]) the target: 15

when input is tensor([18, 47, 56, 57, 58, 1, 15]) the target: 47
when input is tensor([18, 47, 56, 57, 58, 1, 15, 47]) the target: 58

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIiiiIIII




Tada! That's how transformers work

: : : g
* GPT is decoder only. This means it rovepies
doesn’'t have any enc blocks and just
does the masking | mentioned on the last (e
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S’more random stuft

) B ecause Why n Ot Step 3: Ring-Based Communication and Overlapping

o Once a host finishes processing its block, it begins to pass its key-value pairs
to the next host in the ring. Simultaneously, it receives the key-value pairs

. from the previous host. This process is overlapped with computation,
ensuring minimal idle time. For instance:

°

R I n g atte ntl O n l -> + Host 1 sends data to Host 2 and receives from Host 3.

e Host 2 sends data to Host 3 and receives from Host 1.

s Host 3 sends data to Host 1 and receives from Host 2.

This step ensures that each host gradually gets access to the key-value pairs

from other blocks, which are necessary for calculating the attention scores
that involve tokens from different blocks.




Neural coding- basically mechinterp

* VAEs

» Autoencoder that enforces sparsity in its
loss with KL divergence

* Linear probes

 Literally just throw a bunch of data at your
model and do classification on the inputs
and outputs

t t

) F i n d “fe at u re S " Input Data Encoded Data Reconstructed Data

* Try to interpret them




RNNSs

* These are like a cross between transformers and MLPs- they can
update their own weights during non-backprop parts of training,
using the input *and* the state of the previous layer, and this
makes them good at handling sequential data

¢ 2 2 2

& o6& & &




Questions!!




Basically everything cool in neuroscience so far

> Place cells Grid cells
_ Mirror neurons Neuronal oscillations
. Sleep splndles Synesthesia: Neuronal avalanches
* Spatial vortexes Neurogenesis Synaptic pruning
* The glymphatic system Optogenetics
« The role of g“a Default mode network
Engrams

* hormonal signalling »
Neuroplasticity

° types of neurotransmitters Epigenetic modifications

* neuromodulators Microglia
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